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Abstract. In this article, we discuss integration of distributed informa-
tion services, to support the implementation of applications for fields of
safety and security. Although there are standard interfacing technologies,
such as SOAP and REST, there is very little architectural support for
the development of personalized and case specific applications, where the
same data sources and computational services are integrated in different
ways. As the main contribution, we present here a distributed service ar-
chitecture, called TiTiMaKe, that supports the development of scenario
based applications. We also illustrate TiTiMaKe by describing its use in
applications in fields of surveillance and emergency rescue.
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1 Introduction

In this article, we discuss information system solutions to crisis prevention and
incident management. These phases appear in various models for crisis manage-
ment, such as in the crisis management chain by Carter [1] and in the relational
model by Jaques [2]. In crisis prevention and incident management, enhanced
perception by using state-of-the-art sensory technology coupled with computa-
tional methods can significantly improve situational awareness [3], that is, the
comprehension and projection capabilities for the actors involved in the action.
Also, through specifically tailored systems architecture, the enhanced commu-
nication capabilities can significantly improve the shared situational picture,
leading to faster and more accurate responses.

Applications for crisis prevention and incident management are classified as
safety critical systems. According to Knight [4] ”safety-critical systems are those
systems whose failure could result in loss of life, significant property damage, or
damage to the environment”. Safety-critical systems require significant effort



in specification, architecture design, implementation verification, and process-
ing. In particular, reliability, efficiency, and resilience are key factors for the
design. In this respect, Internet computing and cloud computing offer solutions
for improving not only robustness and performance, but also extensibility and
adaptation.

When developing service-based applications, however, there is virtually no
support for features like adaptation, personalization, and automated reasoning
at runtime. The same applies, if there is a need for data manipulation and
transformation on-the-fly. Currently, the support is found at the technical level
of integration. For instance, modern programming environments do support code
generation for service integration, especially for standard interfacing techniques
like SOAP and REST. Not surprisingly, some work on identifying integration
patterns [5] has been done recently.

In this article, as the main contribution, we present an extensible, distributed
service architecture, called TiTiMaKe, that supports the development of scenario
based safety and security applications. The TiTiMaKe architecture is based on
core logic design, where design patterns [6], such as factory, bridge, facade, chain-
of-responsibility, mediator, observer, thread pool, and messaging patterns, are
applied. The architecture not only supports the integration of new data sources
and computational services, but also their concurrent use in multiple scenarios.
Concurrency issues are resolved with an internal event queue and attachable
event listeners running in multiple threads. Because of this, the architecture
supports also the reuse of components throughout different scenario implemen-
tations. This is also how the TiTiMaKe architecture differs from some existing
architectures for safety and security applications, such as UHHA [7]. In this ar-
ticle, we also illustrate the use of the TiTiMaKe architecture in two scenarios
that use the same sensor network as the data source, but integrate it with very
different kinds of computational services. Both scenarios were implemented and
tested for functioning.

The rest of the article is organized as follows. We start by briefly describing
the used information services in Section 2. In Section 3, we describe the TiTi-
MaKe architecture. In Section 4, we illustrate the use of TiTiMaKe in imple-
menting two security applications. Finally, in Section 5, follows the conclusion.

2 Distributed Service Network

The service network considered in this article consists of multiple, heterogeneous
services. These are the ToMoVaKe sensor network, Vehicle identification service,
Dispersion modeling service, Reachability analysis service, and Spatio-temporal
population modeling. We shall now briefly introduce each of these services.

The ToMoVaKe sensor network operated by Lappeenranta University of
Technology, LUT Savo Laboratory of Green Chemistry, comprises of three zones:
two control centers in two cities (Mikkeli and Kuopio) and an exercise field at
the training site of Emergency Services College (PEO). There are many kinds of
sensors at the field connected to the sensor network. The sensors include, among



others, vibration sensors, acoustic sensors, weather stations, surveillance camera
systems, and chemical detectors. The network supports versatile communication
technologies, including wireless communications protocols, fiber optics, and Zig-
bee. The ToMoVaKe sensor network provides both an interface for accessing raw
measurement data as well as a user interface framework for applications.

The University of Eastern Finland (UEF) and the VTT Technical Research
Centre of Finland (VTT) have developed a non-intrusive vehicle classification
service [8] based on vibration measurements. The service is accessed on-line
and it uses trained neural networks to classify vehicles based on preprocessed
vibration measurement data. The service runs in real-time. It can be trained for
different environmental conditions, including annual weather changes, temporal
climate changes, and sustained changes in ambient noise.

Aalto University (Aalto) has developed an on-line reachability analysis ser-
vice. It computes the reachability analysis for both on-road and off-road vehicles.
Therefore, it uses not only road network data, but also forest and landscape veg-
etation data. It computes a reachability map based on location data and vehicle
type classification. The map is provided as raster data.

The Finnish Meteorological Institute (FMI) has developed a on-line chemical
dispersion modeling service, called ESCAPE [9, 10]. It computes the dispersion
forecast based on weather data, type of the chemical, and other properties, such
as emission location and altitude. The computed dispersion map contains also
estimated concentration values. The map is provided as vector data.

Aalto University (Aalto) has also developed an on-line spatio-temporal pop-
ulation modeling service [11]. The service computes an estimation of inhabitants
in a region at a given time of a day. The computation is, thus, dynamic taking
into account variations in population dynamics during different times of the year
and day. The estimation is based on building and road data. It differentiates be-
tween building types (e.g. office or residential). The service provides population
estimation in XML format based on given location parameters.

3 TiTiMaKe Architecture

The TiTiMaKe architecture is depicted in Figure 1. It consists of the TiTiMaKe
server, ToMoVaKe system, FMI server, Aalto server, and PEO sensor network.
ToMoVaKe stores the measurements. It also provides messaging and query ser-
vices that are used by the TiTiMaKe server to fetch the measurements. The
TiTiMake server contains the core logic, which is responsible for running the
application workflow. The core logic is used to detect anomalies in the mea-
surements and to send alarms to ToMoVaKe through the Sensor ML interface.
The core logic is also used to initiate relevant computations on FMI and Aalto
servers over HTTP interfaces. The TiTiMaKe server relays computational re-
sults to ToMoVaKe for visualization. This logical decomposition is also depicted
in Figure 1.

TiTiMaKe uses design patterns [6], such as factory, bridge, facade, chain-of-
responsibility, mediator, observer, thread pool, and messaging. The architecture



Fig. 1. TiTiMaKe architecture and logical decomposition.

supports the integration of new data sources and computational services, as well
as their concurrent use in multiple scenarios. Concurrency issues are resolved
with an internal event queue and attachable event listeners running in multiple
threads. Because of this, the architecture supports also the reuse of components
throughout different scenario implementations.

Figures 2 and 3 represent the domain view and the dynamic view of the
TiTiMaKe core logic, respectively. The core logic has monitors, each of which
executes a single scenario. A monitor has an associated listener that implements
the scenario by orchestrating calls to distributed modeling services, integrat-
ing their results, and communicating with ToMoVaKe to present the modeling
results. Listeners use detectors to detect certain events that are produced by
sensors. For instance, a sensor could be collecting classified vehicle observations
to a queue accessed by a detector. If the observations in the queue correspond
to messages of interest, the detector forwards the observations to the listener.
Note that the implementation of listeners, detectors, and sensors are specific to
each scenario.



Fig. 2. Domain view of the TiTiMaKe core logic.

Fig. 3. Dynamic view of the TiTiMaKe core logic.



4 Case Studies

We present now two scenarios that were implemented using the TiTiMaKe ar-
chitecture: ”Unauthorized driving on a private road”, and ”Fire at an industrial
site with chemicals”.

4.1 Unauthorized driving on a private road

The scenario starts with vibration sensors detecting a vehicle on a private road.
The system alerts about this by flashing a red icon on top of map on screen. At
the same time, the system initiates a reachability computation, to find out how
far the vehicle could drive within the next few minutes. Once the reachability
computation is completed, the results are shown on the map. The person on duty
can also bring up pictures of the vehicle as taken by the surveillance camera. The
pictures are fetched when the person on duty clicks the flashing red icon. Based
on the images of the vehicle, and the reachability results, the person on duty
can either identify the vehicle or raise an alarm, if vehicle cannot be identified.
Figure 4 depicts this scenario. The implementation of the scenario is depicted
in Figure 5 as a sequence diagram. The communication logic of the sequence
diagram was implemented as sensor, detector, and listener components in the
TiTiMaKe architecture.

4.2 Fire at an industrial site with chemicals

This is a simulated scenario. The scenario starts when a fire in a factory causes
an automatic fire alarm. The system fetches data about the factory and informs
the person on duty and firemen about a danger of a chemical hazard. Upon
an arrival, the firemen inform the control center about toxic smoke, whereby
the system informs about potential toxins and visualizes a computed estimate of
dispersion. Based on this, the control center starts to plan the need for additional
resources and procedures. Based on a continuous on-site measurement activity,
the system alerts the control center about how toxic the smoke is and computes
using weather data an estimated dispersion and concentration on the map. Next,
the system fetches population data within the concentration area and computes
an estimate for the number of affected people and for potential risk groups. Then,
the system produces an evacuation and alert message for the interest groups. The
scenario is depicted in Figure 6.

As this scenario included externalities, such as an industrial site, chemical
containers, and firemen, the implementation of the scenario was limited to its
core functionality. The implementation is depicted in Figure 7 as a sequence dia-
gram. In particular, the implementation focused on the interaction between the
TiTiMaKe server and the computational services, namely dispersion modeling
computed by the FMI server and dynamic population modeling computed by the
Aalto server. The logic of the sequence diagram in Figure 7 was implemented as
sensor, detector, and listener components in the TiTiMaKe architecture.



Fig. 4. Unauthorized driving on a private road.

Fig. 5. Implementation of the scenario ”Unauthorized driving on a private road” de-
picted as a sequence diagram.



Fig. 6. Fire at an industrial site with chemicals.

5 Conclusion

In this article, we discussed the integration of distributed information services to
support the implementation of applications for the fields of safety and security.
To support the development of such applications, and as the main contribution,
we presented here the TiTiMaKe architecture. We used the architecture to im-
plement two scenario based applications: ”Unauthorized driving on a private
road”, and ”Fire at an industrial site with chemicals”.

The implementation of both scenarios confirmed that the TiTiMaKe archi-
tecture does indeed support the development of scenario based applications by
using a distributed service network. The tests, however, revealed how sensitive
such a system is to defects, if robustness and resilience are not considered in
the communication logic. To overcome such defects, central services of the sys-
tem need to be duplicated or communication with minimal information has to be
guaranteed some other way, for instance by providing alternative communication
media. The TiTiMaKe architecture supports both of these measures.

One clear topic for future research is to integrate more services to the TiTi-
MaKe architecture and thereby to implement different kinds of scenario based
applications. In this way, the core logic of the architecture becomes more versa-
tile, thus supporting the development of more advanced safety-critical applica-
tions.

Another topic for future development has to do with the centralized aspect
of the TiTiMaKe architecture. In current form, the core logic has a central su-
pervisor. Although parts of the logic can be distributed, the supervisory logic
must reside in a central server. This raises the issue of resilience, if the central
server becomes unaccessible. An alternative is to investigate cooperative decision
making by implementing loosely coupled autonomous servers that cooperate by
communication. Such an arrangement would facilitate not only better robust-
ness and resilience, but also better performance scaling when the number of
concurrent applications increases.



Fig. 7. Implementation of the scenario ”Fire at an industrial site with chemicals”
depicted as a sequence diagram.
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